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Abstract

We present a closed form solution for the optimal hedging strategy, in discrete time, of an option whose underlying security follows the Heston Stochastic Volatility process. Our Monte Carlo simulations indicate that this significantly improves hedging performance at weekly and longer hedging intervals, when compared to continuous time hedging procedures.

Prices for options are directly observable in the market, while the sensitivities of these prices to changes in underlying state variables are not. As such, an important application of option pricing models is the calculation of these hedge statistics, or “Greek letters”.

Not surprisingly, comparisons of hedging performance have become an important part of the empirical options pricing literature. Many empirical studies (such as Bakshi, Cao, and Chen (1997), Hutchinson, Lo, and Poggio (1994) and Dumas, Fleming, and Whaley (1998)) compare models on the basis of their ability to construct tracking portfolios.

For both empirical studies, and real world hedging applications, one must assume that either the data are discrete (in the former case) or that trading opportunities are discrete (in the latter case) due to transactions costs. Wilmott (1994) presents optimal discrete time hedging formulae for the Black-Scholes framework.

Stochastic volatility was an important extension of the Black-Scholes model, especially the Heston (1993) model. Stochastic volatility has become an established feature of both the empirical and theoretical options pricing literature. Branger and Schlag (2004), for example, attempt to quantify the size of tracking error for discrete option hedging in the presence of stochastic volatility. They conclude that discreteness error renders the delta hedging error an unreliable guide to volatility risk premia.

This paper tackles the stochastic volatility discrete hedging problem, using a framework similar to Wilmott (1994). We are thus able to calculate exact formulae for the optimal hedging strategies in discrete time for an option whose underlying security is subject to Stochastic Volatility. These results will be of use to both empiricists seeking to accurately measure the hedging benefit of the Heston model, and to practitioners who are seeking to use the model for hedging.

The remainder of the paper is as follows: section 1 contains our main result: the optimal hedging strategy in discrete time for an option subject to stochastic volatility; section 2 presents some simulation results demonstrating the magnitude of this effect; section 3 concludes.
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1 Optimal Hedging

This paper derives the variance minimising strategy for an agent who has a position in one derivative, and has access to a second derivative (written on the same underlying security) as well as the underlying security with which to hedge this position. Note that these results are not specific to European options, or even to options in general. Any security which obeys the Heston PDE may be hedged (or used as a hedge security) in this analysis.

Proposition 1 Consider an agent holding a portfolio consisting of two options (holdings \( \pi_1 \) and \( \pi_2 \)) and the underlying security (\( \pi_0 \)). If we denote the prices of the options by \( f_i \), the underlying asset’s price as \( s \) and its dividend rate as \( q \), then over an interval of time (\( \Delta t \)) the portfolio changes in value according to:

\[
\Delta W = \pi_1 \Delta f_1 + \pi_2 \Delta f_2 + \pi_0 (\Delta s + qs \Delta t)
\]

where the evolution of \( s \) is governed by:

\[
\begin{align*}
    ds &= \mu s dt + \sqrt{v} s dz_1 \\
    dv &= (\alpha - \beta v) dt + \sigma_v \sqrt{v} dz_2,
\end{align*}
\]

where \( dz_1 \) and \( dz_2 \) are two Brownian motions with correlation \( \rho \). Holding \( \pi_1 \) fixed, the optimal choice of \( \pi_0 \) and \( \pi_2 \), to minimise the variance of \( \Delta W \), is given by:

\[
\begin{align*}
    \pi_0 &= -f_{2s} \pi_2 - \pi_1 \left[ f_{1s} + \frac{(A_{10} f_{2e} + A_{11} \rho v f_{1v})}{4s \sigma_v f_{2e}^2 (1 - \rho^2)} \right] \Delta t \\
    \pi_2 &= -\frac{\pi_1}{f_{2v}} \left[ f_{1v} + \frac{(A_{20} f_{2e} + 2A_{21} v f_{1v})}{4s \sigma_v f_{2e}^2 (1 - \rho^2)} \right] \Delta t
\end{align*}
\]

where the constants \( A_{10}, A_{11}, A_{20} \) and \( A_{21} \) are given by:

\[
\begin{align*}
    A_{10} &= s^2 \sigma_v^2 (f_{2sv} f_{1v} - f_{2v} f_{1sv}) \left[ 4(\rho^2 - 1)(\mu + q - r) - 2v + \sigma_v (\rho^2 + 1) \right] \\
    &+ \rho [(\sigma_v^4 - 2\rho \sigma_v^3 v) (f_{2vv} f_{1v} - f_{1vv} f_{2v}) + (2\rho s \sigma_v^3 - 4\sigma_v^2 s v)(f_{2sv} f_{1v} - f_{1sv} f_{2v})] \\
    &- 2\sigma_v^4 f_{2vv} f_{1sv} + 2\sigma_v^2 \rho s^2 (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 2v s^2 f_{2sv} f_{1sv} \\
    &- 4\sigma_v^3 \rho v (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 4\rho v s^3 \sigma_v (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 4\sigma_v^2 (1 + \rho^2) v s^2 f_{2sv} f_{1sv} \\
    A_{11} &= 2\sigma_v^4 f_{2sv} + 4\sigma_v^3 (1 + \rho^2) s^2 f_{2sv} + 8\sigma_v^2 \rho f_{2sv} f_{2sv} \\
    &+ 2s^2 f_{2sv}^2 + 4\sigma_v^2 \rho^2 s^2 f_{2sv} f_{2sv} + 8\rho s^3 \sigma_v f_{2sv} f_{2sv},
\end{align*}
\]

and

\[
\begin{align*}
    A_{20} &= \left( f_{2sv} f_{1sv} - f_{2v} f_{1sv} \right) s \sigma_v^2 \left( 4(\rho^2 - 1)(\mu + q - r) + 2\rho^2 (2v - \rho \sigma_v) \right) \\
    &+ (\sigma_v^4 - 2\rho \sigma_v^3 v) (f_{2sv} f_{1v} - f_{1sv} f_{2v}) + (3s^2 \sigma_v^2 \rho^2 - 2\sigma_v^3 \rho v s - s^2 \sigma_v^2) (f_{2sv} f_{1sv} - f_{1sv} f_{2sv}) \\
    &+ 2\sigma_v^4 f_{2sv} f_{1sv} + 2\sigma_v^2 \rho s^2 (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) + 4\rho s^3 \rho \sigma_v (f_{2sv} f_{1sv} + f_{2sv} f_{1sv}) \\
    &+ 4s^2 \sigma_v^2 \rho (f_{2sv} f_{1sv} + f_{2sv} f_{1sv}) \\
    A_{21} &= -\left( 2s^2 \sigma_v^2 (1 + \rho^2) f_{2sv} + 4\sigma_v^2 \rho f_{2sv} f_{2sv} + s^2 f_{2sv}^2 \right) \\
    &+ 2s^2 \sigma_v^2 \rho^2 f_{2sv} f_{2sv} + 4s^3 \rho \sigma_v f_{2sv} f_{2sv} + 4\sigma_v^4 f_{2sv} f_{2sv},
\end{align*}
\]
Proof: See Appendix A

This formula relates the optimal hedging strategy to the second order moments of the two option prices. Note that if options one and two are identical (so that \(f_{1s} = f_{2s}, f_{1v} = f_{2v}\), etc) then the strategy collapses to:

\[
\pi_0 = 0 \quad \pi_2 = -\pi_1,
\]
or in other words: simply take an exactly offsetting position in the identical option. Some other special cases of the result are also worth noting.

First, consider the delta hedging case, in which \(\pi_2\) equals zero. In this case we find:

**Proposition 2** Suppose we have the framework from 1 with the exception that \(\pi_2 = 0\) (the agent cannot use the second option), then the optimal position in the underlying security is given by:

\[
\pi_0 = -\pi_1 \left(\frac{\sigma_v \rho f_{1v}}{s} + f_{1s} + \frac{A_3}{2s} \Delta t\right)
\]

where

\[
A_3 = -\rho^2 s \sigma_v^2 f_{1sv} + \rho^2 \sigma_v^2 v f_{1vv} + 2 \rho \sigma_v s f_{1sv} (\mu + v - r + q) + 2 s^2 f_{1sv} \left(\mu + q + \frac{v}{2} - r - \frac{\sigma_v \rho}{2}\right)
\]

- \(2 \sigma_v \rho f_{1v} \left(\beta + q - r + \frac{v}{2} - \frac{\rho \sigma_v}{4}\right)\).

Proof: See Appendix B.

If volatility is uncorrelated to the stock process (\(\rho = 0\)) or deterministic (\(\sigma_v = 0\)) the the solution, \(\pi_0\), reduces to the case described by Wilmott:

\[
\pi_0 = -\pi_1 \left(f_{1s} + s f_{1sv} \left(\mu + q + \frac{v}{2} - r\right) \Delta t\right).
\]

Note also that for the purely delta hedging case (i.e. \(\pi_2 = 0\)) letting \(\Delta t\) go to zero (continuous hedging) means that the optimal solution becomes:

\[
\pi_0 = -\pi_1 \left(\frac{\sigma_v \rho f_{1v}}{s} + f_{1s}\right).
\]

That is, an optimal discrete hedging strategy allows for some vega hedging through the use of the stock alone (provided \(\rho \neq 0\). Similarly for the full two asset hedge, we find that (for \(\Delta t = 0\)):

\[
\pi_2 = -\pi_1 \frac{f_{1v}}{f_{2v}},
\]

\[
\pi_0 = \pi_1 \frac{f_{2sv} f_{1v} - f_{1s} f_{2sv}}{f_{2v}} = -\pi_1 f_{1s} - \pi_2 f_{2s}
\]

so that the optimal behaviour is to vega hedge with the second option, and delta hedge the combined risk of the two positions.

If we consider the case where volatility is constant (\(\sigma_v = 0\)) and both assets are available, we obtain:
Proposition 3 Suppose that we have the framework of Proposition 1, with the further assumption that \( \sigma_v = 0 \). Then the optimal hedge is given by:

\[
\begin{align*}
\pi_2 &= -\pi_1 \frac{f_{1ss}}{f_{2ss}} \\
\pi_0 &= -\pi_2 f_{2s} - \pi_1 f_{1s}
\end{align*}
\]

**Proof:** See Appendix C.

This result shows that the investor should gamma hedge with the second option, and then delta hedge with the stock: an appropriate strategy if volatility were constant.\(^1\)

Lastly, we can consider the case stock prices and volatility are uncorrelated, that is, where \( \rho = 0 \). Here we obtain:

Proposition 4 Suppose that we have the framework of Proposition 1, with the further assumption that \( \rho = 0 \). Then the optimal hedge is given by:

\[
\begin{align*}
\pi_0 &= -f_{2s}\pi_2 - \pi_1 \left( f_{1s} - s f_{2ss} f_{1v} - f_{2v} f_{1ss} \right) \frac{\mu + q - r - \frac{v^2}{2}}{f_{2v}} \Delta t \\
\pi_0 &= -\frac{\pi_1}{f_{2v}} \left[ f_{1v} + \frac{(A_{40} f_{2v} + 2 v f_{1v} A_{41})}{4 \sigma_v^2 f_{2v}^2} \right] \Delta t
\end{align*}
\]

where

\[
\begin{align*}
A_{40} &= \left( f_{2v} f_{1sv} - f_{2sv} f_{1v} \right) s \sigma_v^2 [4 (\mu + q - r)] \\
&+ \sigma_v^4 (f_{2v} f_{1vv} - f_{1v} f_{2vv}) - s^2 \sigma_v^2 (f_{2v} f_{1ss} - f_{1v} f_{2ss}) \\
A_{41} &= 2 s^2 \sigma_v^2 (f_{2v} f_{2sv} f_{1sv} - f_{1v} f_{2sv}^2) + s^4 (f_{2v} f_{1ss} f_{2ss} - f_{1v} f_{2ss}^2) \\
&+ \sigma_v^4 (f_{2v} f_{1vv} f_{2v} - f_{1v} f_{2sv}^2).
\end{align*}
\]

**Proof:** This follows from substituting \( \rho = 0 \) into Proposition 1.

2 Tracking Errors

To test the performance of our hedging rule, we simulate data from a Heston model with parameters given in table 1.

We consider an initial stock price of $50, and two one year European call options, one with a strike price of $49 (to be hedged) and the other with strike price of $47.5 (to be used as a hedge instrument). Following our previous notation \( \pi_1 = -1 \) (our objective is to hedge a short position). We simulate data using the standard Euler approximation, with time step of 0.0005.

We then consider four different strategies for hedging the option with strike price $49: a conventional delta hedge, a conventional delta and vega hedge (using the option with strike price $47.5), the Wilmott discrete time delta hedge, our discrete delta hedge (from Proposition 2) and our discrete

\(^1\)Note that here there is no term of \( O(\Delta t) \) since the gamma hedge will reduce tracking error to order \( O(\Delta t^2) \). A potential avenue for future research would be to include terms of \( O(\Delta t^2) \), which would shed some light on the efficacy of gamma hedging in discrete time.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.08</td>
</tr>
<tr>
<td>$\beta$</td>
<td>2</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1</td>
</tr>
<tr>
<td>$r$</td>
<td>0.02</td>
</tr>
<tr>
<td>$q$</td>
<td>0.03</td>
</tr>
<tr>
<td>$\mu$</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

Table 1: Parameters for the Monte Carlo simulation. Note that these parameters imply a long term volatility of $\sqrt{0.08/2} = 0.2$.

Table 1: Parameters for the Monte Carlo simulation. Note that these parameters imply a long term volatility of $\sqrt{0.08/2} = 0.2$.

For the continuous time delta/vega hedge (from Proposition 1). For the continuous delta hedges, we consider the hedging strategy implied by the Heston model and the continuous time BS hedging strategy calculated using the option’s BS IV. Similarly, for the Wilmott hedge, we consider both using greeks calculated from the Heston model, and also using Black-Scholes greeks (again inferred from the option’s implied volatility). We consider various sizes of discrete hedging intervals ($\Delta t$) ranging from 0.005 (approximately one day) to 0.1 (which is approximately a monthly hedging interval). In each case, we calculate two statistics, first a standard deviation (Table 2) calculated as:

$$\text{S.D.} = \sqrt{\frac{1}{J} \sum_{j=1}^{J} \left[ \sum_{t=1}^{T} \epsilon_{(t-1)\Delta t, t} \Delta t \right]^2 - \left[ \frac{1}{J} \sum_{j=1}^{J} \sum_{t=1}^{T} \epsilon_{(t-1)\Delta t, t} \Delta t \right]^{2}}$$

and a cumulative tracking error (Table 3), being defined as:

$$\text{T.E.} = \frac{1}{J} \sum_{j=1}^{J} \sum_{\tau=1}^{T} (\epsilon_{(\tau-1)\Delta t, \tau \Delta t})^2.$$ In both cases, $J$ is the total number of simulations (in our case 1000) $T\Delta t$ is the period over which the cumulative tracking error is calculated, and

$$\epsilon_{s,t} = \pi_0(s)(S(t) - S(s)) + \pi_0(s)\int_{s}^{t} qS(\tau)d\tau + \pi_2(s)(f_2(t) - f_2(s)) - (f_1(t) - f_1(s))$$

represents the profit (or loss) due to a particular hedge portfolio held in conjunction with a short position in the option to be hedged. We approximate the integral as:

$$\int_{s}^{t} qS(\tau)d\tau \approx \sum_{j=1}^{(t-s)/0.005} qS(s + 0.005j).$$

Vega hedging, whether of our adjusted form or the continuous method, can lead to very poor results if used when the hedging option has very low vega. In these situations, calculating the hedge position requires dividing by a very small number, which amplifies any approximation errors in the calculation of vega for either option. Hence, throughout these simulation results, for cases where $\frac{\partial f}{\partial v} < 0.1$ for
either option, we abandon vega hedging, and simply delta hedge. In the case of the unadjusted hedge, we use continuous time delta hedging (with the Heston delta) while in the case of the discrete adjusted hedge, we use the Proposition 2 correction.

Table 2 examines the standard deviation metric. The columns of the table represent our seven possible strategies: the Proposition 1 hedge (DN1) a continuous time delta/vega hedge (DV) a hedge based on Proposition 2 (DN2) a continuous time delta hedge (D) and a discrete hedge based on Wilmott’s result (W). For the latter four hedges, we consider using either the Heston sensitivities, or Black-Scholes sensitivities. We find that for daily ($\Delta t = 0.005$) or bi-daily ($\Delta t = 0.01$) hedging intervals, DN1 gives similar performance to DV. However, with a weekly hedging interval ($\Delta t = 0.025$) it gives a 28% performance improvement. This grows to a 41% improvement at the fortnightly interval ($\Delta t = 0.05$) and a 50% improvement at monthly hedging ($\Delta t = 0.1$).

Of the strategies which do not use a second option to hedge vega (the proposition 2 hedge, the continuous delta hedge and the Wilmott hedge) we find that the conventional delta hedge using a delta calculated from the Heston model (D) is the best performer. Note, however, that all of these approaches suffer from worsening performance as $\Delta t$ increases. Indeed, for the monthly hedging case, we find that delta hedging of any kind leads to a greater portfolio variation than simply holding an unhedged short position in the option. Even the continuous vega hedge performs poorly in this case, yielding only a 17% improvement over not hedging, compared to the 41% improvement of the proposition 1 hedge. At a one month hedging interval, the proposition 1 hedge performance is comparable to the continuous delta-vega hedge at a fortnightly rebalancing interval.

The Tracking-Error metric penalises any deviation of the hedge portfolio from the option’s price movements, rather than only comparing the overall profit/loss over an interval. The results here are qualitatively similar to the standard deviation results. At a weekly interval, the DN method (proposition 1) shows a 36% reduction in error compared to DV (continuous delta/vega) hedging. This grows to a 59% improvement at the monthly interval.

In this case, we note that the delta hedging strategies (D,DN2 and W) do not degrade as rapidly, and are still much superior to not hedging even at a monthly rebalancing interval. This difference suggests that delta hedging at longer rebalancing intervals may add some value over the earlier part of the option, where the option’s price is not changing as rapidly as at maturity time.

According to the tracking error metric, including another option when hedging provides a substantial improvement at any rebalancing interval. Our proposition 1 hedge, with monthly rebalancing, gives comparable performance to a bi-daily rebalanced delta-hedged portfolio.

3 Conclusion

This paper presents a closed form solution for the optimal discrete time hedging strategy for a derivative whose underlying security is subject to stochastic volatility. A number of simpler cases are nested within our model. Simulation results show economically significant improvement from hedging with our model compared to several benchmarks. The relative improvement due to adjusting for discrete hedging is far more substantial when applied to delta/vega hedging than when applied purely to delta hedging as in Wilmott (1994). We conclude that our correction presents a significant improvement to hedging performance at weekly or longer rebalancing intervals. According to the tracking error metric, our model would allow an investor to rebalance his/her portfolio at a monthly interval and achieve comparable performance to using a delta hedge rebalanced every other day.
<table>
<thead>
<tr>
<th>$T - t$</th>
<th>DN1</th>
<th>DV</th>
<th>DN2</th>
<th>$\Delta t = 0.005$</th>
<th>$\Delta t = 0.01$</th>
<th>D*</th>
<th>D</th>
<th>W*</th>
<th>D</th>
<th>W*</th>
<th>W</th>
<th>No Hedge</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.0041</td>
<td>0.0041</td>
<td>0.2077</td>
<td>0.2684</td>
<td>0.2691</td>
<td>0.2684</td>
<td>0.2826</td>
<td>2.0145</td>
<td>0.9</td>
<td>0.0081</td>
<td>0.0082</td>
<td>0.2766</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0076</td>
<td>0.0076</td>
<td>0.3679</td>
<td>0.3683</td>
<td>0.3691</td>
<td>0.3682</td>
<td>0.3841</td>
<td>2.4084</td>
<td>0.8</td>
<td>0.0187</td>
<td>0.0188</td>
<td>0.3899</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0123</td>
<td>0.0123</td>
<td>0.4421</td>
<td>0.4429</td>
<td>0.4426</td>
<td>0.4425</td>
<td>0.4581</td>
<td>3.0596</td>
<td>0.7</td>
<td>0.0336</td>
<td>0.0338</td>
<td>0.4815</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0191</td>
<td>0.0192</td>
<td>0.5220</td>
<td>0.5195</td>
<td>0.5204</td>
<td>0.5195</td>
<td>0.5308</td>
<td>3.5642</td>
<td>0.6</td>
<td>0.0546</td>
<td>0.0550</td>
<td>0.5719</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0299</td>
<td>0.0300</td>
<td>0.5674</td>
<td>0.5654</td>
<td>0.5653</td>
<td>0.5654</td>
<td>0.5754</td>
<td>3.9629</td>
<td>0.5</td>
<td>0.0868</td>
<td>0.0876</td>
<td>0.6334</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0442</td>
<td>0.0445</td>
<td>0.5899</td>
<td>0.5893</td>
<td>0.5895</td>
<td>0.5894</td>
<td>0.5945</td>
<td>4.4698</td>
<td>0.4</td>
<td>0.1299</td>
<td>0.1299</td>
<td>0.6888</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0657</td>
<td>0.0662</td>
<td>0.6333</td>
<td>0.6293</td>
<td>0.6243</td>
<td>0.6296</td>
<td>0.6373</td>
<td>4.9394</td>
<td>0.3</td>
<td>0.1925</td>
<td>0.1922</td>
<td>0.7608</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0921</td>
<td>0.0931</td>
<td>0.6642</td>
<td>0.6597</td>
<td>0.6534</td>
<td>0.6599</td>
<td>0.6571</td>
<td>5.7231</td>
<td>0.2</td>
<td>0.2666</td>
<td>0.2723</td>
<td>0.8296</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1259</td>
<td>0.1286</td>
<td>0.6918</td>
<td>0.6854</td>
<td>0.6775</td>
<td>0.6857</td>
<td>0.6880</td>
<td>6.2406</td>
<td>0.1</td>
<td>0.3516</td>
<td>0.3654</td>
<td>0.9108</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1740</td>
<td>0.1840</td>
<td>0.7128</td>
<td>0.7050</td>
<td>0.6957</td>
<td>0.7054</td>
<td>0.7057</td>
<td>6.8315</td>
<td>0.0</td>
<td>0.4117</td>
<td>0.4838</td>
<td>0.9947</td>
</tr>
</tbody>
</table>

Table 2: Portfolio Standard deviations. DN represents our model’s standard deviation. DV represents the Wilmott standard deviation, while D represents the Delta hedging standard deviation. Results with an asterisk use greeks calculated from Black-Scholes, rather than the Heston model.
<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>DN1</th>
<th>DV</th>
<th>DN2</th>
<th>D*</th>
<th>W*</th>
<th>W</th>
<th>No Hedge</th>
<th>$T - t$</th>
<th>DN1</th>
<th>DV</th>
<th>DN2</th>
<th>D*</th>
<th>W*</th>
<th>W</th>
<th>No Hedge</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0702</td>
<td>0.0706</td>
<td>0.0712</td>
<td>0.0705</td>
<td>0.0705</td>
<td>3.5879</td>
<td>0.9</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0753</td>
<td>0.0757</td>
<td>0.0763</td>
<td>0.0756</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1339</td>
<td>0.1345</td>
<td>0.1357</td>
<td>0.1344</td>
<td>0.1344</td>
<td>7.2035</td>
<td>0.8</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.1441</td>
<td>0.1446</td>
<td>0.1459</td>
<td>0.1455</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1920</td>
<td>0.1928</td>
<td>0.1942</td>
<td>0.1927</td>
<td>0.1927</td>
<td>11.0695</td>
<td>0.7</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.2078</td>
<td>0.2086</td>
<td>0.2101</td>
<td>0.2085</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.2488</td>
<td>0.2496</td>
<td>0.2518</td>
<td>0.2492</td>
<td>0.2492</td>
<td>15.1704</td>
<td>0.6</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.2691</td>
<td>0.2699</td>
<td>0.2722</td>
<td>0.2698</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.2974</td>
<td>0.2983</td>
<td>0.3008</td>
<td>0.2982</td>
<td>0.2982</td>
<td>19.3762</td>
<td>0.5</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.3238</td>
<td>0.3246</td>
<td>0.3273</td>
<td>0.3245</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.3389</td>
<td>0.3398</td>
<td>0.3424</td>
<td>0.3397</td>
<td>0.3397</td>
<td>23.7253</td>
<td>0.4</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.3705</td>
<td>0.3713</td>
<td>0.3740</td>
<td>0.3711</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.3711</td>
<td>0.3723</td>
<td>0.3752</td>
<td>0.3722</td>
<td>0.3721</td>
<td>28.8786</td>
<td>0.3</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.4075</td>
<td>0.4086</td>
<td>0.4117</td>
<td>0.4084</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.3979</td>
<td>0.3992</td>
<td>0.4023</td>
<td>0.3990</td>
<td>0.3990</td>
<td>34.2913</td>
<td>0.2</td>
<td>0.0025</td>
<td>0.0026</td>
<td>0.4409</td>
<td>0.4421</td>
<td>0.4452</td>
<td>0.4418</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0008</td>
<td>0.0009</td>
<td>0.4144</td>
<td>0.4156</td>
<td>0.4188</td>
<td>0.4155</td>
<td>0.4155</td>
<td>39.7800</td>
<td>0.1</td>
<td>0.0050</td>
<td>0.0054</td>
<td>0.4633</td>
<td>0.4646</td>
<td>0.4678</td>
<td>0.4643</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0077</td>
<td>0.0059</td>
<td>0.4307</td>
<td>0.4320</td>
<td>0.4352</td>
<td>0.4318</td>
<td>0.4317</td>
<td>45.0144</td>
<td>0.0</td>
<td>0.0153</td>
<td>0.0192</td>
<td>0.4863</td>
<td>0.4876</td>
<td>0.4907</td>
<td>0.4873</td>
</tr>
</tbody>
</table>

Table 3: Tracking errors. DN represents our model's cumulative tracking error. DV represents the Delta/Vega hedging cumulative tracking error. W represents the Wilmott cumulative tracking error, while D represents the Delta hedging cumulative tracking error. Results with an asterisk use greeks calculated from Black-Scholes, rather than the Heston model.
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A Proof of Proposition 1

Noting that

\[
\Delta f_1 = f_{1s} \Delta S + f_{1v} \Delta v + f_{1t} \Delta t + \frac{1}{2} (\Delta t)^2 f_{1tt} + \frac{1}{2} (\Delta s)^2 f_{1ss}
\]

\[
+ \Delta s \Delta v f_{1sv} + \frac{1}{2} (\Delta v)^2 + \Delta s \Delta t f_{1st} + \Delta v \Delta t f_{1vt} + \frac{1}{2} (\Delta s)^2 \Delta t f_{1st}
\]

\[
+ \frac{1}{2} (\Delta v)^2 \Delta t f_{1vtt} + \Delta s \Delta v \Delta t f_{1svt} + \frac{1}{6} (\Delta s)^3 f_{1sss} + \frac{1}{2} (\Delta s)^2 \Delta v f_{1svv}
\]

\[
+ \frac{1}{2} \Delta s (\Delta v)^2 f_{1ssv} + \frac{1}{6} (\Delta v)^3 f_{1vvv} + \frac{1}{24} (\Delta s)^4 f_{1sssv} + \frac{1}{6} (\Delta s)^3 \Delta v f_{1ssvv}
\]

\[
+ \frac{1}{4} (\Delta s)^2 (\Delta v)^2 f_{1ssvv} + \frac{1}{6} \Delta s (\Delta v)^3 f_{1svvv} + \frac{1}{24} (\Delta v)^4 f_{1vvvv}
\]

(1)

with an analogous definition for \(\Delta f_2\). We then use the Milstein correction to create first order accurate approximations to the evolution of \(\Delta v\) and \(\Delta s\), we write

\[
\Delta s = \mu_s \Delta t + \sqrt{v_s} \Delta z_s + \frac{1}{2} v_s I_s
\]

\[
\Delta v = (\alpha - \beta v) \Delta t + \sqrt{v_\sigma} \Delta z_2 + \frac{1}{4} \sigma_v^2 I_v.
\]

Here, \(\mu, \alpha, \beta\) and \(\sigma_v\) are all constants, and \(dz\) and \(dz_2\) are correlated Brownian motions with correlation coefficient \(\rho\) (a constant). Finally, the Milstein correction is given by

\[
I_s = (\Delta z)^2 - \Delta t
\]

\[
I_v = (\Delta z_2)^2 - \Delta t
\]
The variance of the portfolio's value is then given by:

\[
F_1 \equiv E((\Delta W)^2) - (E(\Delta W))^2
\]
\[
= \left( vs^2 \Delta t + \frac{s^2}{2} \nu^2(\Delta t)^2 \right) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0]^2
+ 2 \left( \sigma_{v \nu s} \Delta t + \frac{1}{4} \rho^2 \sigma_{v}^2 \nu s(\Delta t)^2 \right) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1v} + \pi_2 f_{2v}]
+ (2 \mu s^3 v(\Delta t)^2) + 3 \nu^2 s^3 (\Delta t)^2 [\pi_1 f_{1ss} + \pi_2 f_{2ss}] [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0]
+ 2 \left( (\alpha - \beta v) vs^2 (\Delta t)^2 + \mu \rho \sigma_{v} s^2 \nu s(\Delta t)^2 + 2 \sigma_{v} \nu^2 s^2 \rho (\Delta t)^2 + \frac{1}{2} \rho^2 \nu^2 s^2 \sigma_{v}^2 (\Delta t)^2 \right)
[\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ (2 \rho s \nu s (\Delta t)^2) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1st} + \pi_2 f_{2st}]
+ 2 \left( \rho s \nu s (\Delta t)^2 \right) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ (v^2 s^2 (\Delta t)^2) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1ss} + \pi_2 f_{2ss}]
+ (3 v^2 s^2 \sigma_{v} \rho (\Delta t)^2) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ (v^2 s^3 \sigma_{v} \rho (\Delta t)^2) [\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0] [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ 2 \left( v^2 s^2 \sigma_{v} \rho (\Delta t)^2 \right) [\pi_1 f_{1ss} + \pi_2 f_{2ss}] [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ \frac{1}{2} v^2 s^2 (\Delta t)^2 [\pi_1 f_{1ss} + \pi_2 f_{2ss}]
+ \left( v^2 s^2 (\Delta t)^2 + \frac{1}{8} \sigma_{v}^4 \nu^2 (\Delta t)^2 \right) [\pi_1 f_{1v} + \pi_2 f_{2v}]
+ 2 \left( \mu \rho s \nu s (\Delta t)^2 \right) [\pi_1 f_{1v} + \pi_2 f_{2v}]
+ 2 \left( \mu \rho s \nu s (\Delta t)^2 \right) [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ 3 \nu^2 s^2 \sigma_{v} \rho (\Delta t)^2 [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ \left( 2 (\alpha - \beta v) vs^2 (\Delta t)^2 + \frac{3}{2} v^2 \sigma_{v}^4 \nu^2 (\Delta t)^2 \right) [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
+ \frac{1}{2} v^2 s^2 \sigma_{v}^4 (\Delta t)^2 [\pi_1 f_{1sv} + \pi_2 f_{2sv}]
\]
which we simplify using the Heston PDE:

\[(r - q)s f_{1s} + \frac{1}{2} v s^2 f_{1ss} + \frac{1}{2} v \sigma_v^2 f_{1vv} + \rho v \sigma_v \sigma_v f_{1sv} + f_{1t} + (\alpha - \beta v) f_{1v} = r f_{1}
\]

which in turn implies:

\[f_{1st} = (q - r) s f_{1ss} - \rho v \sigma_v s f_{1sv} - \rho v \sigma_v f_{1sv} - (\alpha - \beta v) f_{1sv} - v s f_{1ss} - \frac{1}{2} v s^2 f_{1ss} - \frac{1}{2} v \sigma_v^2 f_{1sv} + q f_{1s}
\]

\[f_{1vt} = (q - r) s f_{1sv} - \frac{1}{2} s^2 f_{1ss} - \frac{1}{2} v s^2 f_{1ss} - \frac{1}{2} v \sigma_v^2 f_{1sv} - \frac{1}{2} \sigma_v^2 f_{1sv} - \frac{1}{2} v \sigma_v^2 f_{1vv} - \rho v \sigma_v s f_{1sv} - \rho v \sigma_v s f_{1sv} + (\beta + r) f_{1v} - (\alpha - \beta v) f_{1v}
\]

Optimal holding of the underlying asset \((\pi_0)\) and a second derivative \((\pi_2)\) is thus determined by the first order conditions for minimising variance of tracking error, which is given by:

\[F_1 = \left( v s^2 \Delta t + 2 q v s^2 (\Delta t)^2 + \frac{1}{2} s^2 \sigma_v^2 \Delta t^2 \right) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0)^2
\]

\[+ 2 \left( \sigma_v \rho v s \Delta t + q \sigma_v \rho v s (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0) (\pi_1 f_{1v} + \pi_2 f_{2v})
\]

\[+ (2(\mu + q - r) s^3 v (\Delta t)^2 + v^2 s^3 (\Delta t)^2 - \sigma_v \rho v s^3 (\Delta t)^2) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ 2 (\mu + q - r) \rho \sigma_v s^2 v (\Delta t)^2 + \sigma_v v^2 s^2 \rho (\Delta t)^2
\]

\[- \frac{1}{2} \rho^2 v^2 \sigma_v^2 (\Delta t)^2 (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ (\rho^2 \sigma_v^2 s^2 v (\Delta t)^2) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ 2 \left( v^2 s^2 \sigma_v^2 \rho (\Delta t)^2 \right) (\pi_1 f_{1sv} + \pi_2 f_{2sv}) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ \frac{1}{2} v^2 s^4 (\Delta t)^2 (\pi_1 f_{1sv} + \pi_2 f_{2sv})^2
\]

\[+ \left( v \sigma_v^2 (\Delta t)^2 + \frac{1}{8} \sigma_v^4 v (\Delta t)^2 + 2 (\beta + r) s v \sigma_v^2 (\Delta t)^2 \right) (\pi_1 f_{1sv} + \pi_2 f_{2sv}) (\pi_1 f_{1v} + \pi_2 f_{2v})
\]

\[+ (2(\mu + q - r) s^2 \sigma_v^2 v (\Delta t)^2) (\pi_1 f_{1sv} + \pi_2 f_{2sv}) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ \frac{1}{2} v \sigma_v^4 (\Delta t)^2 (\pi_1 f_{1sv} + \pi_2 f_{2sv}) (\pi_1 f_{1v} + \pi_2 f_{2sv})
\]

\[+ (2 v^2 s \sigma_v^2 \rho (\Delta t)^2) (\pi_1 f_{1sv} + \pi_2 f_{2sv}) (\pi_1 f_{1sv} + \pi_2 f_{2sv})
\]

\[+ \frac{1}{2} v^2 \sigma_v^4 (\Delta t)^2 (\pi_1 f_{1sv} + \pi_2 f_{2sv})^2 + O((\Delta t)^3)
\]
Solving for the first order conditions, and taking a Taylor series expansion, we find the formulae

\[
\pi_0 = -f_{2s} \pi_1 - \pi_1 \left[ f_{1s} + \left( \frac{A_{10} f_{2s} + A_{11} \rho v f_{1s}}{4 s \sigma_v f_{2s} f_{2v} (1 - \rho^2)} \right) \Delta t \right]
\]

\[
\pi_2 = -\frac{\pi_1}{f_{2v}} \left[ f_{1v} + \left( \frac{A_{20} f_{2v} + 2 A_{21} v f_{1v}}{4 \sigma_v^2 f_{2v}^2 (1 - \rho^2)} \right) \Delta t \right]
\]

where the constants \( A_{10}, A_{11}, A_{20} \) and \( A_{21} \) are given by:

\[
A_{10} = s^2 \sigma_v (f_{2sv} f_{1v} - f_{2v} f_{1sv}) \left[ 4(\rho^2 - 1)(\mu + q - r) - 2v + \sigma_v \rho (\rho^2 + 1) \right]
+ \rho \left[ (\sigma_v^4 - 2 \rho \sigma_v^3 v) (f_{2vv} f_{1v} - f_{1vv} f_{2v}) + (2 \rho s \sigma_v^3 - 4 \sigma_v^2 s v) (f_{2sv} f_{1v} - f_{1sv} f_{2v}) \right.
- 2 \sigma_v^4 v f_{2sv} f_{1vv} - 2 \sigma_v^2 \rho^2 v s^2 (f_{2sv} f_{1vv} + f_{1sv} f_{2vv}) - 2 v s^4 f_{2sv} f_{1sv}
- 4 s \sigma_v^3 \rho v (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 4 v s^3 \sigma_v (f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 4 \sigma_v^2 (1 + \rho^2) v s^2 f_{2sv} f_{1sv} \]

\[
A_{11} = 2 \sigma_v^4 f_{2sv} + 4 \sigma_v^2 (1 + \rho^2) s^2 f_{2sv} + 8 s \sigma_v^3 \rho f_{2sv} f_{2sv}
+ 2 s^4 f_{2sv}^2 + 4 \sigma_v^2 \rho^2 s^2 f_{2sv} f_{2sv} + s^4 \rho \sigma_v f_{2sv} f_{2sv},
\]

and

\[
A_{20} = (f_{2sv} f_{1sv} - f_{2v} f_{1sv}) s \sigma_v^2 (4(\rho^2 - 1)(\mu + q - r) + 2 \rho^2 (2v - \rho s v))
+ (\sigma_v^4 - 2 \rho \sigma_v^3 v) (f_{2sv} f_{1sv} - f_{1sv} f_{2sv}) + (3 \rho s \sigma_v^3 - 2 \sigma_v \rho v s^2 - s^2 \sigma_v^2) (f_{2sv} f_{1sv} - f_{1sv} f_{2sv})
+ 2 v s^4 f_{2sv} f_{1sv} + 4 v \sigma_v^3 \rho f_{2sv} f_{1sv} + 2 \sigma_v^2 s^2 (1 + \rho^2) f_{2sv} f_{1sv}
+ 4 v s \sigma_v^3 \rho (f_{2sv} f_{1sv} + f_{2sv} f_{1sv})
+ 2 v \sigma_v^2 \rho s^2 \rho f_{2sv} f_{1sv} + f_{1sv} f_{2sv}) - 4 v s^3 \rho \sigma_v (f_{2sv} f_{1sv} + f_{2sv} f_{1sv})
+ 2 s^4 \rho \sigma_v^2 \rho^2 f_{2sv} f_{2sv} + 4 \rho s^3 \rho \sigma_v f_{2sv} f_{2sv} + \sigma_v^4 f_{2sv}^2.
\]

as required.
B Proof of proposition 2

The proof follows appendix A except that the variance of the portfolio’s value is given by:

\[ F_2 = \left( vs^2 \Delta t + 2qvs^2(\Delta t)^2 + \frac{1}{2} s^2 v^2 (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_0)^2 \]

\[ + 2 \left( \sigma_v \rho vs \Delta t + \sigma \sigma_v \rho vs (\Delta t)^2 + \frac{1}{4} \rho^2 \sigma_v^2 vs (\Delta t)^2 + (\beta + r) \sigma_v \rho vs (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_0) \pi_1 f_{1v} \]

\[ + 2 \left( (\mu + q - r) s^3 v (\Delta t)^2 + v^2 s^3 (\Delta t)^2 - \sigma_v \rho vs^3 (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_0) \pi_1 f_{1ss} \]

\[ + 2 \left( (\mu + q - r) \rho s \sigma_v s^2 v (\Delta t)^2 + \sigma_v v^2 s^2 \rho (\Delta t)^2 \right) \]

\[ - \frac{1}{2} \rho^2 v^2 s^2 \sigma_v^2 (\Delta t)^2 \] \( (\pi_1 f_{1s} + \pi_0) \pi_1 f_{1sv} + (\rho^2 \sigma_v^2 s^2 v (\Delta t)^2) (\pi_1 f_{1s} + \pi_0) \pi_1 f_{1vv} \]

\[ + 2 \left( v^2 s^3 \sigma_v \rho (\Delta t)^2 \right) \pi_1^2 f_{1ss} f_{1sv} + \left( v^2 s^2 \sigma_v^2 \rho^2 (\Delta t)^2 \right) \pi_1^2 f_{1ss} f_{1vv} + \frac{1}{2} v^2 s^4 (\Delta t)^2 (\pi_1 f_{1ss})^2 \]

\[ + \left( v \sigma_v^2 (\Delta t) + \frac{1}{8} \sigma_v^4 v^2 (\Delta t)^2 + 2(\beta + r) v \sigma_v^2 (\Delta t)^2 \right) (\pi_1 f_{1v})^2 \]

\[ + \left( 2(\mu + q - r) \rho s \sigma_v s^2 v (\Delta t)^2 + \frac{1}{2} (\beta^2 - 1) v s^2 \sigma_v^2 (\Delta t)^2 \right) \pi_1^2 f_{1sv} f_{1v} \]

\[ + 2(\mu + q - r) \sigma_v^2 s v (\Delta t)^2 \pi_1^2 f_{1ss} f_{1v} \]

\[ + \frac{1}{2} v \sigma_v^4 (\Delta t)^2 \pi_1^2 f_{1sv} f_{1v} + \left( v^2 s^2 \sigma_v^2 (1 + \rho^2) (\Delta t)^2 \right) (\pi_1 f_{1sv})^2 + \left( 2v^2 s \sigma_v^3 \rho (\Delta t)^2 \right) \pi_1^2 f_{1sv} f_{1vv} \]

\[ + \frac{1}{2} v^2 \sigma_v^4 (\Delta t)^2 (\pi_1 f_{1sv})^2 + O((\Delta t)^3) \]

which has first order conditions:

\[ \pi_0 = -\pi_1 \left( \frac{\sigma_v \rho f_{1v}}{s} + f_{1s} + \frac{A_3}{2s} \Delta t \right) \]

where

\[ A_3 = -\rho^2 s \sigma_v f_{1sv} + \rho^2 \sigma_v^2 v f_{1vv} + 2 \rho \sigma_v s f_{1sv} (\mu + v - r + q) + 2s^2 f_{1ss} \left( \mu + q + \frac{v}{2} - r - \frac{\sigma_v \rho}{2} \right) \]

\[ -2 \sigma_v \rho f_{1v} \left( \beta + q - r + \frac{v}{2} - \frac{\rho \sigma_v}{4} \right) \]

C Proof of proposition 3

The proof follows appendix A except that the variance of the portfolio’s value is given by:

\[ F_3 = \left( vs^2 \Delta t + 2qvs^2 (\Delta t)^2 + \frac{1}{2} s^2 v^2 (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0)^2 \]

\[ + \left( 2(\mu + q - r) s^3 v (\Delta t)^2 + v^2 s^3 (\Delta t)^2 - \sigma_v \rho vs^3 (\Delta t)^2 \right) (\pi_1 f_{1s} + \pi_2 f_{2s} + \pi_0) (\pi_1 f_{1ss} + \pi_2 f_{2ss}) \]

\[ + \frac{1}{2} v^2 s^4 (\Delta t)^2 (\pi_1 f_{1ss} + \pi_2 f_{2ss})^2 \]
which has solution

\[
\begin{align*}
\pi_2 &= -\pi_1 \frac{f_{1ss}}{f_{2ss}} \\
\pi_0 &= -\pi_1 \frac{f_{1s}f_{2ss} - f_{1ss}f_{2s}}{f_{2ss}} \\
&= -\pi_2 f_{2s} - \pi_1 f_{1s}
\end{align*}
\]

as required.